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DEFINITIONS

aphasia: an acquired neurogenic 
language disorder, typically the 
result of a stroke

paraphasia: unintended production 
indicative of word retrieval deficit

TOP-K ACCURACY

for the best configuration in the “hard” task, we also
calculated top 1 accuracy stratified by AphasiaBank
task and error type, presented in Appendix C.
4.4 Results
CER, top 1 accuracy, and top 5 accuracy on the test set
is shown for the “easy” and “hard” tasks in Tables 3a
and 3b respectively. For both “easy” and “hard” tasks,
all of the BORT models had significantly higher perfor-
mance than BART-BASE at top 1 accuracy according to
McNemar’s test with p<0.00208 for all comparisons.

In the “easy” task, the baseline configuration
(BART-BASE) led to top 1 accuracy 72.5%, and CER
22.8%. Out of the models trained with noise, best
performance was seen in BORT-PR-SP-NOISY with
top 1 accuracy 89.5%. However, BORT-PR-SP saw
the best performance out of all models, with a 90.1%
chance of correctly predicting the appropriate word
for a given correct pronunciation and a CER of just
5.7%, improving on the baseline by a relative 24%
and 75%, respectively. The accuracy was significantly
higher than all other models with p < 0.00208 for
all comparisons. Allowing for five chances to get the
correct prediction, this model achieved 94.7% accuracy.

For the “hard” task, the baseline achieved 36.3%
top 1 accuracy and 60.6% CER. Out of the config-
urations which did not apply noise, BORT-PR-SP
achieved the highest top 1 accuracy of 45.6% and
CER 44.7%. The best pre-training configuration
was BORT-PR-SP-NOISY, which applied all three
transforms. It achieved top 1 accuracy 46.7% and CER
42.0%, improving on the baseline by a relative 29% and
31%, respectively. The top 1 accuracy was significantly
higher than most models with p < 0.00208, except
for BORT-PR-SP (p = 0.020) and BORT-PR-NOISY
(p=0.023). BORT-PR-SP-NOISY also had 65.6% top 5
accuracy. Accuracy within top 1–20 predictions of
the baseline and best performing models for the “easy”
and “hard” tasks can be seen in Figure 1. Performance
increases for all models as we allow more chances to
find the correct target, but the order of performance
remains the same. Additional results—namely those
stratified by AphasiaBank task and error types—can
be found in Appendix C.
4.5 Discussion
The fine-tuning configurations without the pronunci-
ation transform (BORT-SP and BORT-SP-NOISY) were
the lowest performing of the BORT models, but they
still had significantly higher top 1 accuracy than the
fine-tuned BART-BASE model. Moreover, for both
“easy” and “hard” tasks, the best performing models
were trained with both the pronunciation and spelling
transforms, and either with or without noise. This
pattern implies that there is enough overlap between

Figure 1: Accuracy within top 1-20 predictions of
baseline and best performing models for “easy” and “hard”
fine-tuning tasks.

orthography and phonology in the English language
that pre-training the LLM to spell helped the model
to perform the task at hand. Considering the G2P
frame of reference—though we note again that this
is a loose comparison (see §3.7)—a 5.7% CER is on
par with what could be expected from a model strictly
translating between phonemes and graphemes.

Aphasic speech is characterized by paraphasias,
which can be considered “noisy” productions, so it
stands to reason that learning to de-noise productions
would help the model with the “hard” fine-tuning
task. As we hypothesized, the “hard” task saw the
best performance from the pre-training configuration
with all three transforms (pronunciation, spelling, and
noise), although its performance was not significantly

different than the configuration without spelling
(BORT-PR-NOISY) or without noise (BORT-PR-SP).
Contrary to what we observed in §3.5, for the “easy”
task, noise did not seem to help the models, and the
best performing configuration was one that did not
include noise in pre-training (BORT-PR-SP).

Moreover, the top 1 accuracy performance of
this model was significantly different than all other
“easy” models. This is surprising since the evaluation
for pre-training and the “easy” task were quite
similar, being a phoneme-to-grapheme translation task
with and without context, respectively. This might
be explained by the stricter hold-out rules during
pre-training—we had no vocabulary restrictions during
fine-tuning—or by the shift in data domain (Wikipedia
vs. AphasiaBank). It is difficult to say with certainty
why this discrepancy occurred, but perhaps noise was
most helpful for language from a very diverse corpora
(Wikipedia), while in the more constrained tasks from
AphasiaBank, the more limited vocabulary did not
benefit from synthetic variability.
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CER = character error rate

Boldface values were significantly different from all other models, 
with the exception of those italicized, according to McNemar’s test.

OUR USE CASE

To understand the underlying 
cognitive/linguistic deficits of a 
patient, first we need to infer the 
target word of a paraphasia (what 
the person intended to say).
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“EASY” TASK: PRONUNCIATIONS

she made a <pʌm·p·kɪn > the beautiful ·hɔɹs drawn ·kæɹɪdʒ

(pumpkin) (horse) (carriage)

“HARD” TASK: PARAPHASIAS

she made a <pʌm·pɪn > the beautiful ·hɔ drawn ·kæsəl

(pumpkin) (horse) (carriage)

In the field of speech language 
pathology, professionals work to 
diagnose and treat language disorders. 
Transcripts from people with language 
disorders often include speech errors 
transcribed with phonemes. In order 
to automate assessment we need 
models that can represent phonemes. 
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