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In the field of speech language
pathology, professionals work to
diagnose and treat language disorders.
Transcripts from people with language
disorders often include speech errors
transcribed with phonemes. In order
to automate assessment we need
models that can represent phonemes.

This work was funded by
NIH/NIDCD award #R01DC015999
awarded to Steven Bedrick

and Gerasimos Fergadiotis

1s a pre-trained LLM for

clinical language assessment

NLP for SLP

designed for use on mixed @
Portland

&
State

OHSU UNIVERSITY

SJUDWIDZPIA|MOUN DY

phonemes & orthography

SELF-SUPERVISED TASKS PRE-TRAINED

BORT MODELS

BORT-PR I
BORT-SP I

Example of
Transformed Text

BART (Lewis et al., 2021) I

WORD TRANSFORMS

Pron
Spell
Noise

he retaliates by
-s-paedin false rumours

10%

CMUPiCF 10w he RET-AL-T-ATE-S by

pronuncilations Pronounce 0 spreading false rumours
| BORT-PR-SP

repliace he -R-E-T-A-L-I-A-T-F-S by

w/ IPA -s-paedin false rumours

BORT-PR-NOISE I

he retaliates by

Wikipedia ]Sett)tz"r 10% — 5% o1s-pedin false rumours _
orthographic A A BORT-SP-NOISE
separatiil . 4o o e ETAKIATES by
context Noise spreading false rumours s ———
tokens 10% 10% 5% ;) 1spedm false rumours

CLINICAL DATA OUR USE CASE

ADD’L DATA

DEFINITIONS

aphasia: an acquired neurogenic
language disorder, typically the
result of a stroke

To understand the underlying
cognitive/linguistic deficits of a
patient, first we need to infer the
target word of a paraphasia (what
the person intended to say).
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paraphasia: unintended production

indicative of word retrieval deficit
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20 MODELS & RESOURCES:
https://github.com/rcgale/bort

Boldface values were significantly different from all other models, k
with the exception of those italicized, according to McNemar's test.




